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‘Summary of study activities

______ Courses| Seminars |_Research | Tutorship

Total 31 11 138 0 180

Expected 30-70 10-30 30 - 140 0-4.3 180

Topic’s relevant PhD courses:

- Machine Learning for Science and Engineering Research

- Using deep learning properly

- Statistical data analysis for science and engineering research




‘PhD thesis overview

* Problem statement:

Deep Learning methods for scenario analysis and
predictions of complex systems.

* Objective:
Practical
Deep l?rﬁlg c(.:;IEPG Applications
Learning < > in complex

theory systems

domain



Relatore
Note di presentazione
Deep learning has emerged as one of the most transformative technologies of our time, revolutionizing numerous fields from computer vision to natural language processing, reshaping entire industries and opening up new possibilities

By bridging the gap between deep learning theory and practical application in the complex systems domain, the thesis aims to contribute to the growing body of literature on the application of deep learning in these field, to advance the state-of-the-art, and to provide valuable tools for researchers, policymakers and practitioners.



Specific complex research areas, and main results

Financial markets: not linear Social systems: influenced by socio-
interactions and dependencies. economic, cultural, and political
factors.

Filling the gap for review lack on Filling the gap between theory and

TL(*) for financial predictions adopted tools for policies purposes
Insights on TL potentiality by A new methodology for overcoming
experimenting issues of current tools

(*) TL = Transfer Learning 5
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Part | — problem and objective

Problem:
Financial industry demands for new methods aimed at capturing non-linear
relationships, in the financial market data, for prediction purposes

+<< A key argument for applying ML techniques to financial problems is that ML methods capture non-
linear relationships in the data.>>[*]

ADVANCES Machine Learning

in : BigDatal i for Finance

FINANCIAL ; :
MACHINE ad Machine Learning

n Quantitative
LEARN ING_ Investment

g mn

’ ‘ TONY GUIDA

<< the literature regarding financial market prediction using machine learning is vast>> [**]

«<<there is a wide range of ML techniques being successfully applied to many areas in the development of
quantitative investing strategies|[*]

Objective
Reviewing and experimenting TL approaches for financial market predictions

(*) S. Emerson et al., 2019
(**)B. M. Henrique et al., 2019
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‘Part | — what emerges from literature

Financial market data

Depending on fundamentals, noise and news

Not linear in nature

ML(*) is better then traditional statistical methods for predictions
Neural Network as main ML tool for financial predictions

TL as a potential useful tool

(*) ML = Machine Learning 10


Relatore
Note di presentazione
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Part | — literature gap and research questions

Literature gap

Lack of literature reviews focused on TL for financial predictions

Research questions

1) How TL has been applied for financial market predictions?

2) Which are challenges and potential future directions of TL for
financial market predictions?
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Part | - methodology

Methodology
1) A systematic review on TL approaches for financial predictions

Systematic approach of the conducted review

Definition of filters (years, subject area, search words...)

Defining the data extraction form (problem taxonomy, ...)

Conducting the systematic research

Answer to research questions

1
2
3
4 Summary of the reviewed papers
5
6 Conclusions

2) Experimenting ML methods to perform financial predictions

14



Agenda

_ Topic | Details

Part | — Transfer Problem and objective
Learning for

complex systems What emerges from literature

predictions, with Literature gap and research questions
focus on financial hodol
market Methodology
Results
Part Il - Neural Problem and objective

Network as tool for

scenario analysis, What emerges from literature

with focus on Literature gap and research questions
complex social hodol
systems Methodology

Results

15



Part | —results (reviewing step)

TL for accelerating training
TL for over-fitting problem

TL for discovering asymmetric causal structure between domains

TL for overcoming data scarcity issue

Challenges and future directions

Number of domains for pre-training step

Factors influencing selection of source domain data
Possible error propagation issue due to sequential training
Impact of different learning mechanism on TL performance

TL within the explainable Artificial intelligence framework




Part | —results (experimenting step)

Tested dataset Experimented ML Techniques

v B~ W N

Daily index market data 1 Feed Forward NN
Daily stock data 2 CNN
Daily Forex data 3 LSTM
Hourly index market data 4  CNN-LSTM
Hourly Forex data 5  XGBoost
“Out of bag”
features

= SPY
= 1 day timeframe
= 1 step ahead to be predicted

= BUY threshold = +0.60%

Results on an unbalanced “out of bag” dataset

* Actual frequency of class 1 =52%

*Precision of predictions for class 1 = 64%

our Al works rationally, as its precision (64%) is better than the one of an irrational
predictor (52%) that makes predictions by always predicting the same class

T O M N R P D T R e

17



Part | —results (products)
Products:
1) Paper (completed, to be submitted): <<Transfer learning for financial data
predictions: a systematic review>> (arXiv:2409.17183)
2) Startup/Spin-off project: PredictionLabs.ai

PredictionlLabs.ai

Bespoke Al-powered solutions for investment industry

g C A Notsecure predictionlabs.ai/login

Stock Signals

Difference Take Stop Probability
SIGNAL in time in Starting Closing Target profit loss Prediction SUGGESTED
TIME Stock minute Time Time price price price for Class 1 STRATEGY

7/07/2023, AUD_USD 60 17/07/2023, 17/07/2023, 0.68005 0.680662 0.679438
09:01:00 09:00:00 10:00:00

18
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‘Part Il — problem and objective

Problem:

Need for new Al-based methods for policies options purposes, to

capture complexity behind regional innovation

OECD Global Science Forum

Applications of Complexity

Science for Public Policy
NEW TOOLS FOR FINDING

Hypercycle

/S
/&
~ \
\ Catalysts

N
|
| 4
<Y | g
W W
N
., /
F \
D

Objective

Emergence of regional innovation

New methodological approaches to grasp intrinsic complexity of
regional innovation capability

20


Relatore
Note di presentazione
The link between regional systemic innovation and:
 a)   culture, competence and knowledge
 b) proximity (geographical, cognitive, relational) of innovation actors
 c) institutional conditions
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Part Il - What emerges from literature (1/3)

Regions as locus of innovation

Contribution to OECD growth (TLz2 regions, 1995-2005)

OECD Reviews of Regional Innovation
. Regions and Innovation Policy
| 4% of regions account for one
i | third of OECD growth,
51 the other 96% for two-thirds

_ 3}:,; 362 regions in 34 countries

Contribution to QOECD growth
b

y = 0.8509x-1.3113

0
TLZ regions
_ i OECD Innovation Sirategy
@ ” II! I Source: OECD (2011) Regions and Innovation Policy, OECD publishing, Paris based on Garcilazo , E. and J. Oliveira Martins @}}
o Wl ' 1 (2010), “The Contributions of Rogions to Aggregate Growth”, paper presented to the Annual ERSA Conferenes, Stockholm,
OECD hadls August 2010. OECD

22


Relatore
Note di presentazione
The emphasis on the regional dimension is due to several different reasons too. In particolare, secondo quanto emerge da uno studio dell’OCSE, le regioni rappresentano il motore della crescita e dello sviluppo globale, infatti il 33% della crescita totale dei paesi OCSE dipende da solo il 4% delle regioni




Part Il - What emerges from literature (2/3)

Mismatch between composite indicator
methodology and complexity theory

Correlations among innovation
variables

|
|

|

Composite indicator (*) methodological weakness

of EURIS

REGIONAL
INNOVATION
SCOREBOARD
2023

(*) Regional Innovation
Index = unweighted
average of indicators

normalised scores



Relatore
Note di presentazione


As the EURIS classifies regions - and elaborates regional ranking - by means of a composite indicator based on an un-weighted average of innovation indicators (Hollanders & Es-Sadki, 2023b), it does not take into account correlation among innovation indicators that can push the composite indicator value toward a biased value, and it doesn’ t take into account processes not linear and complex (underlying the development of the regional innovative capacity) that need to be modelled. 



‘Part Il - What emerges from literature (3/3): claims

1. EURIS as tool for over-time analysis of innovation indicators, and not for
policies formulation

2. Need to complement EURIS with a new tool for what-if policy options

24


Relatore
Note di presentazione
as the recognized distorted results (Szopik-Depczyńska et al., 2020) of the above tool, we argue that it is necessary to consider the European Union Regional Innovation Scoreboard as a regional innovation measuring tool for the analysis of the change - over time - of each specific indicator, and not as a reference document for regional innovation ranking and for the definition of policy options; as consequence, we argue that the European regional policymakers need integrative methodological tools aimed at labelling regions with respect to belonging innovative group and aimed at performing what-if analysis in order to define the most effective regional innovation policies to be implement for each region 
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Part Il - literature gap and research questions

Theoretical GAP Policies

debate < > and
Lack of tools based on activities

not linear models

Research questions

1) Which is the belonging cluster of each region?

2) What are the most effective policies for each region?

26
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Part Il - Methodology (1/3)

How to valorize — for policies formulation — the EURIS outputs?

$
- oupu

New methodological model as synergistic tool of the EURIS

28



Part Il - methodology (2/3)

Theoretical criteria for methodology selection

. . Theoretical criteria of . .
Regions grouping task ideal methodology Suitable solution

Considering complexity of the

. . Not linear modelling Clustering
innovation process
: : : Grouping regions on Joint dimension
Overcoming the information Ping . 5 :
. latent variables, not reduction and
redundancy due to correlations . :
correlated by costruction clustering of data

—

Factorial K-means (FKM) - while reducing original variables to a minimal number of
uncorrelated latent variables - develops dense clusters (*)

29
(*) minimum “within” variance of the clusters in the reduced space


Relatore
Note di presentazione
There is the need to overcome regional innovation labelling issues of the European regional Innovation Scoreboard with a methodology that take into account the complexity behind the development of regional innovation capability.


As suitable solution for regions grouping, clustering methodologies - that operate according to the similarity of the entire set of indicators, and that cluster regions non-linearly - lend themselves well suited to modeling complex process of the regional innovation capability development.

 Such a clustering methodology should be able to overcome the information redundancy issue that is linked to the possible correlations among innovation indicators; thus, such a methodology should be able to work on uncorrelated innovation drivers to be obtained by reducing the dimensionality, of original innovation variables (i.e.: by developing new synthesis variables that are orthogonal to each other, and, therefore, that are not correlated by construction).

Factorial K-means (FKM) - while reducing original variables to a minimal number of uncorrelated latent variables -  develops clusters according to the maximum similarity criteria (i.e. with the minimum “within” variance of the clusters in the reduced space) 



‘Part Il - methodology (3/3)

FKM detailed task Theoretical criteria Suitable solution

What-if tool for Neural Networks(*) for complex Complementing the EURIS with a
policy options relationships between innovation FKM-NN tool
latent factors and innovation labels

30
(*) Hajek & Henriques, 2017; de la Paz-Marin et al., 2012; Pei et al., 2022


Relatore
Note di presentazione
we use the neural network methodology for a what-if analysis aimed at predicting the effect of regional innovation policies, with the final aim to understand what is the policy path to be addressed - by each region – in order to push itself into a stronger innovation cluster.
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Part Il - results (1/11)

Values to be used as input parameters of FKM

Clusters Reason
number
Scree plot

4 Equal to EURIS groups number " s

PCA output

Factor Reason
number

PCA(*) output, according to:

- Eigenvalues greater then one rule
- Scree diagram

- Interpretability

32

(*) on standardized original variables


Relatore
Note di presentazione
With the aim to compare current EURIS outputs and Factorial-kmeans ones, our elaboration starts by developing a Principal Component Analysis (PCA) with the aim to know the number of latent variables to be used as input parameters of the Factorial K-Means.

in current case the original variables have different ranges of variation and different units of measurement; thus, we carried out the principal component analysis by means of zero-mean standardization of the original data, i.e. by centering them on the relative average value and by scaling them to unit variance; in accordance with this view, we have performed the PCA on the correlation matrix, as it is equivalent to deal with zero-mean standardized variables. 

The use of correlation matrix, notwithstanding the loss of information due to the flattening of variance, can give useful insights on the relationship among variables (original variables and/or latent variables); in fact, scores of original variables on principal components let to interpret the meaning of latent variables: the greater are the  scores of original variables in absolute value, the greater is the impact of the relative original variable on the principal components (with a direct relationship or an inverse one, depending on the sign of the score).    

According to the retaining rules, we choose only first and second principal components as latent variables, because the jump in explained variance between second and third component is not relevant when compared to the jump in explained variance between first and second component. 

The eigenvalues in PCA tell how much variance can be explained by its associated eigenvector. Therefore, the highest eigenvalue indicates the highest variance in the data was observed in the direction of its eigenvector.

First 2 principal components explain 55,14% of data variance on the analysed data. 





Part Il - results (2/11)

Meaning of FKM(*) latent variables

Variable scores:
Dim.1 Dim.2

1.1.2 Population with tertiary education -0.1814 -0.0848
1.1.3 Population involved in lifelong learning -0.1226 -0.3924
1.2.1 International scientific co-publications 0.1413 -0.2008
1.2.2 Scientific publications among the top 10% most cited 0.0260 -0.4246
1.3.2 Individuals with above basic overall digital skills -0.1981 -0.3416
2.1.1 R&D expenditure in the public sector 0.6283 0.0470
2.2.1 R&D expenditure in the business sector 0.5583 -0.0758
2.3.2 Employed ICT specialists -0.0916 -0.0013
3.2.2 Public-private co-publications 0.2782 -0.2327
3.3.1 PCT patent applications 0.2617 -0.3602
3.3.2 Trademark applications -0.1005 -0.3239
3.3.3 Design applications -0.0125 -0.2420
4.1.1 Employment in knowledge-intensive activities 0.1127 0.0894
4.3.2 Rhir emissions by fine particulates 0.0920 0.3718

Original variables scores on selected FKM principal components (PC)

First Level of R&D spending Regions, that spend a lot on R&D, have
positive and high values for first PC

Second Technical-scientific "lag" of Regions, whose individuals have low
individuals belonging to a technical-scientific capacity, have a high value
region for second PC

(*) FKM on standardized original variables 33


Relatore
Note di presentazione
First component: directly linked to level of R&D spending

Second component: inversely linked to the technical-scientific capabilities of individuals belonging to region 


Part Il - results (3/11)

Centroids scores analysis on FKM adopted latent variables, to understand clusters features
through latent variables meaning
Dim.1 Dim.2

Cluster 1 -0.6229 1.7000
Cluster 2 0.3154 0.0069

Cluster 3 -0.2612 -0.9912 C/USt
Cluster 4 1.4111 -2.4441 Teat, Crs
Table 5: scores of cluster centroids / Tes
“output_ cluster from ClusPca | Centroids’ scores suggestions f
package” result
4 Maximum level of regional R&D expenditures and

minimum level of technical-scientific "lag" of individuals
belonging to region

2 Medium-Maximum level of regional R&D expenditures
and medium-maximum level of technical-scientific "lag" of
individuals belonging to region

3 medium-minimum level of regional R&D expenditures and
medium-minimum level of technical-scientific "lag" of
individuals belonging to region

1 Minimum level of regional R&D expenditures and
maximum level of technical-scientific "lag" of individuals
belonging to region

Used dataset (without label) for cluspca function in R: 34
Output_all_original WITHOUT_C_VALUES _OR_EMPTY_VALUES inserted_converted_label without_Performance_Group.xIsx



Relatore
Note di presentazione
--------------------------------------------------------------------------------------------------
--------------------------------------------------------------------------------------------------
#R code
%%R #EXECUTING rmagic

my_original_data_with_regions_for_PCA_in_R <-read_excel("/content/drive/MyDrive/INNOVATION/Output_all_original_WITHOUT_C_VALUES_OR_EMPTY_VALUES_inserted_converted_label_without_Performance_Group.xlsx")

out.cluspca = cluspca(my_original_data_with_regions_for_PCA_in_R[,2:15], nclus=4, ndim=2, method="FKM", center=TRUE, scale=TRUE, nstart=500, seed = 1234)
summary(out.cluspca)



‘Part Il - results (4/11)

FKM clusters ranking(*)

Dim.1 Dim.2
Cluster 1 -0.6229 1.7000
Cluster 2 0.3154 0.0069
Cluster 3 -0.2612 -0.9912
Cluster 4 1.4111 -2.4441
Table 5: scores of cluster centroids

Euclidean distance of cluster 2 and 3 — with

—»| respectto best in class cluster (number 4) — to

define their ranking position

Innovation ranking among 4 clusters emerged by FKM

Assigned cluster by

our methodology

Innovation ranking among clusters

4

First position

Second position

Third position

3
2
1

Fourth position

based on centroids scores on FKM adopted latent variables and on meaning of FKM adopted latent variablesss



Relatore
Note di presentazione
in a global innovation ranking among 4 clusters emerged by the Factorial-Kmeans.




Part Il - results (5/11)

Labelling step

EURIS labels

Innovation leaders

Strong Innovators
Moderate innovators

Emerging innovators

Assigning EURIS label names to FKM clusters, according to FKM clusters ranking

Assigned cluster by | Innovation ranking among clusters Final label assignment of our
our methodology methodology

4 First position Innovation leader

3 Second position Strong innovator

2 Third position Moderate Innovator

1 Fourth position Emerging innovator

Developed a FKM “EURIS-based” labelled dataset!

36


Relatore
Note di presentazione
by taking in consideration label names of European Union Regional innovation Scoreboard, we stated that: i)  centroid’s  scores of cluster number 4  suggest this one could be named as Innovation leader cluster; ii) centroid’s  scores of cluster number 1  suggest this one could be named as Emerging innovator cluster…



Part Il - results (6/11)

Highlights on FKM capabilities

More cohesive regional groups for policymakers, with respect to the EURIS ones (*)

4

A NN what-if approach - on FKM “EURIS-based” labelled dataset — to define
more targeted and effective policies !

37
(*) FKM develops a cluster allocation that minimizes the “within” variance of the clusters in the reduced space (Markos et al., 2019)


Relatore
Note di presentazione
Compared to EURIS linear-based method, factorial k-means stands out in generating denser clusters, resulting in regions having greater similarities, As a result, our factorial clustering approach is able to present more cohesive cluster to policymakers – with respect to the EURIS one – and as consequence  our FKM-NN methodology (by also exploiting our neural network what-if approach ) can push them towards more targeted policy decisions.



‘Part Il - results (7/11)

Neural Network characteristics, for what-if analysis

Binary label: 1 = cluster 4 {Innovation leader) “belonging”; 0 = cluster 4 {Innovation

leader) “not belenging”

Scaling of the data: | MinMax procedure between -1 and +1

Resampling Undersampling
method:
14 features NN Architecture:
Layer (type) Output Shape Param #
observations convl (Conv2D)  (None, 3,16, 32) 320
(traln.lng.-1146, flatl (Flatten) (Mone, 1536) 0
validation:
382; test :384) dense (Dense)  (None, 100) 153700
dense (Dense) (None, 1) 101

Features within the | Conv2D(32,(3,3), padding = "same",activation = "relu’)
Keras Tensorflow Dense(100,activation = "relu’)

framework: Dense(l,activation = 'sigmoid')
keras.optimizers.Adam(learning_rate = 0.01)

epochs = 200

batch_size = 32

Threshold for 0,50 (i.e.: if predicted probability = 0,50 then predicted class =1;
classification otherwise, predicted class =0)



Relatore
Note di presentazione
we use the neural network methodology for a what-if analysis aimed at predicting the effect of regional innovation policies, with the final aim to understand what is the policy path to be addressed - by each region – in order to push itself into a stronger innovation cluster. 

By means of NN we are able to understand if specific regional policies (i.e.: specific set of regional innovation indicators values) can give positive contribution to the improvement of regional innovation capability, in order to provide regional policymakers with the opportunity to know the most effective policy path for promoting regional innovation. 

We have developed a Neural Network for binary classifications of regions; the binary classification algorithm let us to understand which policies should be implemented in order to push the analyzed region into an upper cluster; accordingly, we assigned a binary label (with respect to the belonging - or non belonging - to a specific cluster) to each region, in order to predict the cluster assignment by means of a what-if analysis. 



Part Il —results (8/11)

NN test set results

Confusion matrix [333 4]
[1 46]
Classification report precision recall fl-score support
0 1.00 0.559 0.93 337
1 0.92 0.98 0.95 a7

Accuracy

0.987

39




Part Il - results (9/11)

What-if analysis on Campania region case study (based on 2023 Campania’s
condition: “Moderate Innovator”)

Progressive Progressive changes in innovation indicator for Campania region Predicted
policy probability for
number the belonging
of Campania
to Innovation
Leader cluster
of the
Factorial
K_means
1 R&D expenditure in the business sector (from 2023 value of 2.66 e-06
CAMPANIA: 0.63 - to 2023 value of HANBURG: 1.22)
2 R&D expenditure in the public sector (form 2023 value of 2.52 e-06
CAMPANIA: 0.68 - to 2023 value of HANBURG: 1.04)
3 Employment in knowledge-intensive activities (from 2023 value of 2.8 e-04
CAMPANIA: 13 - to 2023 value of HANBURG: 21.8)
4 Employed ICT specialists (from 2023 value of CAMPANIA: 3.03 - o 0.325
2023 value of HANBURG: 8.53)
5 Employed ICT specialists (from 2023 value of CAMPANIA: 3.03 to 0.98 «—p» QK04
BERLIN 2023 value: 11.8)

40
Campania’s policies suggested path, from «Moderate Innovator» to «Innovation Leader»


Relatore
Note di presentazione
As case study of a what-if analysis, we have selected Campania Region; this region has been assigned by our Factorial K-means methodology in cluster 1 (Emerging innovator) for years 2016, 2017, 2018, 2019, 2020, 2021, and in cluster 3 (Strong innovator) for years 2022, 2023. 

In order to provide Campania’s regional policymakers with the opportunity to know the most effective policy path for promoting regional innovation of Campania, that is to push the Campania region in Factorial Kmeans cluster 4 (i.e.: Innovation leader cluster), we performed a what-if analysis by starting from the 2023 Campania’s condition. 

Accordingly, we progressively changed innovation indicators of Campania 2023 in order to evaluate what policies should be implemented to promote Campania into the Innovation leader cluster; more in depth,  in order to develop this task we defined how to change the innovation indicators by emulating relative values of regions belonging to Innovation Leaders regions (Hanburg  and Berlin regions, as example).



Part Il - results (10/11)

Capabilities of NN what-if tool
on FKM “EURIS-based” labelled dataset

Showing potential effectiveness of a specific innovation policy

Showing policies path to potentially push a region into an upper cluster

Process of European

regional innovation
Policy-making

Subjective policies formulation
[based on EURIS original dataset (*)]

More objective policy formulation
Proposed [through NN what-if tool based on FKM
“EURIS-based” labelled dataset]

Current

41


Relatore
Note di presentazione
Currently, Policy makers - such as Regional Innovation Agencies (RIAs) (Teirlinck & Spithoven, 2023) - rely heavily on Regional Innovation Scoreboards to make decisions about policy formulation and implementation, with the aim to allocate resources and adapt policies to address specific weaknesses and to improve overall regional innovation capabilities in a targeted way.

A NN methodology is also able to highlight what is the effectiveness of each possible and specific innovation policy, according to the idea that a specific innovation policy has to be considered potentially effective if it is able to strongly increase the predicted probability - of the analyzed region - to belong to an upper class;


Part Il —results (11/11)

Products:

* Paper (completed, to be submitted): <<Why do we need to complement
the European Union Regional Innovation Scoreboard with a cluster-neural
network tool for what-if policy analysis?>> (arXiv:2409.13316)

42



Thank you for your attention
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Relatore
Note di presentazione
As innovation indicators of EURIS 2023 are correlated then EURIS region’s classification and EURIS region’s ranking are not strongly reliable because correlated indicators are linked to the same information and can push the un-weighted average towards biased values (Szopik-Depczyńska et al., 2020).



‘Annex — selected variables and observations number

14 selected indicators (only those without empty values)

A B C D E F G H I J K L M N (0] P

Region 1.1.2 1.1.3 1.2.1 1.2.2 1.3.2 2.1.1 2.2.1 2.3.2 3.2.2 3.3.1PCT 3.3.2 3.3.3 4.1.1 4.3.2 Air | Original_l
Populatio|Populatio| Internati | Scientific | Individua| R&D R&D Employe | Public- patent (Trademar| Design |Employm |emissions|abel(1_in
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cited skills rging;)
AT1 - Ostosterreich_2023 47.1 16.2 3077.67 11.14291 33.51037 1.23 1.57 6.499569 620.6765 3.275195 12.90797 4.041177 17 10.4488 1
AT2 - sudosterreich_2023 39.7 13.5 2292.242 9.240662 32.75709 0.97 3.6 2.926125 768.1155 5.205167 9.653948 7.133428 15.8 10.07056 2
AT3 - Westdsterreich_2023 38 13.2 1610.009 9.552832 33.28731 0.54 2.25 3.033231 462.6534 5.56701 12.89236 11.61575 15.9 9.065108 2
Bruxelles-Capitale / Brussels Hoofdstedeli 56.7 14.6 5547.53 11.30148 26.40564 0.76 1.48 7.89895 869.2432 1.681718 8.191717 1.980236 19.3 9.8 1
BE2 - Vlaams Gewest_2023 53.5 10.8 2528.396 12.81744 26.74808 0.94 2.4 5.618412 4149163 3.401118 6.778162 3.331742 16.8 10.17532 1
BE3 - Région wallonne_2023 43.4 7.5 1289.689 9.993528 25.600944 0.52 2.82 4759663 216.3525 2.709651 5.986541 1.527734 15.3 7.803079 2
BG31 - Severozapaden_2023 20.8 1 69.72379 0.763302 6.881001 0.12 0.27 0 8.537607 0.062934 2.784404 0.127064 8.3 18.25791 4
BG32 - Severen tsentralen_2023 34 2.7 126.5325 3.071327 7.739488 0.03 0.33 1.616713 18.6469 0.348278 5.949289 5.346707 12.3 15.68516 4
BG33 - Severoiztochen_2023 28 1 230.9878 1.850038 7.979152 0.17 0.18 1.60475 27.36823 0.280003 7.023993 1.11067 11.4 14.92144 4
BG34 - Yugoiztochen_2023 24.8 1.1 98.98413 1.800458 7.651486 0.09 0.27 1.008958 25.73587 0.303161 3.931686 1.470419 10.8 13.99912 4
BG41 - Yugozapaden_2023 46.5 2.4 1025.227 2.389569 8.072771 0.41 0.87 7.42913 149.7035 0.578724 12.1418 4.359904 18.7 19.51304 4
BG42 - Yuzhen tsentralen_2023 26.5 1.8 273.9277 3.845642 B.007238 0.18 0.33 1.846478 41.70028 0.475232 7.363344 2.735345 11.3 16.64603 4
CHO1 - Région lémanique_2023 51.9 22.4 7763.293 13.1032 40.4981 0.94 1.59 4.326822 1270.152 7.192005 11.05623 4.199412 15.5 8.19736 1
CHO2 - Espace Mittelland_2023 48.7 22 3338.417 12.08727 39.85358 0.94 1.38 4.664693 627.0016 5.191802 5.887445 2.542039 15.8 7.65563 2
CHO3 - Nordwestschweiz_2023 48.1 23 5371.08 12.78128 39.7099 0.94 7.68 5.090259 1787.843 9.240179 12.91868 3.532225 19.8 8.480301 1
CHO4 - Ziirich_2023 64.8 26.1 8405.01 15.735 40.85115 0.94 1.17 9.986462 1627.828 6.091659 6.935341 1.029593 21.8 8.5 1
CHO5 - Ostschweiz_2023 46.1 20.5 1313.434 11.97627 40.35032 0.94 1.34 3.448131 341.4429 5.62567 7.536571 24.59748 16.5 7.651123 1
CHO6 - Zentralschweiz_2023 437.7 22,1 1124.61 6.456323 40.16968 0.94 2.51 4.381551 379.2707 5.582681 22.9303 7.014456 16.5 7.590787 2
CHO7 - Ticino_2023 54.2 21.3 38e6l1.651 12.87737 40.50221 0.94 0.32 5.022908 752.454 4.877491 16.2732 4.123704 14.3 10.8 1
CZ01 - Praha_2023 59.9 10.6 5540.197 4.933775 25.36658 1.45 1.37 13.2498 864.8227 0.542578 9.55155 3.112912 26.7 12.6 1

Observations # = all the EURIS regions per year (from 2016 to 2023)*


Relatore
Note di presentazione
As the EURIS 2023 dataset includes regional data also belonging to previous years, we elaborate our analysis by considering the overall picture for all the EURIS regions – from 2016 to 2023; as result, we have a dataset constituted by 1912 observations; as the whole period includes lots of missing data for 7  indicators, we develop our work by considering only 14 indicators – selected from the ones of table 1 –  according to the idea to deal with indicators without missing data. Figure 1 presents the selected indicators.


Name of the excel file = Output_all_original_WITHOUT_C_VALUES_OR_EMPTY_VALUES_inserted_converted_label_without_Performance_Group.xlsx


Annex

- FKM clusters compactness

Sum of the squared distances between each data point and its

Quantification of the compactness of clusters:

corresponding cluster centroid

-

-

Within cluster sum of squares by cluster:

\

[1] 1043.6592 1708.8437 893.8419 2455.6515

[betv:\een_ss / total SS = 45.09 %)

J

\

Sum of the squared distances between each data point
of cluster 1 and corresponding cluster 1 centroid
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“‘Annex — PCA criteria for number of latent variables

Eigenvalues greater then one rule: keep any component that has an eigenvalue
gretare then one

Scree diagram: Plot of the eigenvalue for each component and stop when an
additional factor would add relatively little to the information already extracted

Interpretability: examine the interpretability of the components to only retain those
providing an interpretable result from the meaning point of view

Scree plot
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Relatore
Note di presentazione
Eigenvalues greater then one rule: if the PCA is based on a correlation matrix, keep any component that has an eigenvalue gretare then one

Scree diagram: Plot of the eigenvalue for each component and looking for the elbow rule (Stop when the eigenvalues drop dramatically in size, as an additional factor would add relatively little to the information already extracted)

The optimal number of latent variables is selected according to the “elbow” rule with respect to the principal components with eigenvalue  >1 (in accordance with the other general rule that a principal component, with eigenvalue <=1, hasn’t to be considered because it is less informative than the original standardized variables, as such a principal component would explain less then every original standardized variable); this rule identifies the point of the “elbow” on a plot between eigenvalues (on the y-axis)  and the number of principal components (on the x-axis); so, this rule suggests to select all components before the rate of decrease in eigenvalues slows down significantly (i.e.: before the line flattens out); indeed, the principal components before this point contain the most meaningful information, while those afterward contribute relatively little; in other words, principal components following the drop in eigenvalue have to be excluded because they add relatively little to the information already extracted by the principal components before the drop.

Interpretability: examine the interpretability of the components with the aim to only retain those providing an interpretable result from the meaning point of view 




‘Annex — Correlation (FKM grouping and EURIS one)

Correlation percentage with
corresponding EURIS group

Innovation Leader 74%
Strong innovator 54%
Moderate innovator 31%
Emerging Innovator 85%

Significant disparity at the central level (“Strong Innovator” and
“Moderate Innovator”)
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Note di presentazione
We have also matched cluster assignment of our FKM methodology with the EURIS one, in order to analyze correlations. With respect to this aim, we noted that cluster 4 of the factorial Kmeans (named “Innovation leader” by our label assignment criterion, in table 7) is the one that most coincides (73.95%) with class 1 "Innovation leader" of EURIS. Cluster 3 of the factorial Kmeans (named “Strong innovator” by our label assignment criterion, in table 7) coincides at 53.75% with class 2 “Strong” of EURIS. Cluster 2 of the factorial Kmeans (named “Moderate innovator” by our label assignment criterion, in table 7) coincides at 31.16% with class 3 "Moderate" of EURIS. Cluster 1 of the factorial Kmeans (named “Emerging innovator” by our label assignment criterion, in table 7) coincides at 85.35% with class 4 "Emerging" of EURIS.

According to above results, we highlight that Factorial k-means methodology has been able to identify correlations between our clusters and the EURIS ones with higher and lower performance levels (“Innovation leader” and “Emerging innovators”); however, it also reveals a significant disparity at the central level (“Strong Innovator” and “Moderate Innovator”).




Annex - Methodology (1/3)

FKM detailed tasks Theoretical criteria Suitable solution

Understanding the  Original variables standardization FKM on standardized original

meaning of FKM before FKM, to study impact variables
adopted latent (scores) of original variables on
variables principal components
Understanding the  Studying centroids scores on FKM  Analyzing FKM centroids scores
FKM clusters adopted latent variables, to
features understand clusters features

through latent variables meaning

49


Relatore
Note di presentazione
A variable is standardized by subtracting from it its sample mean and by dividing it by its standard deviation. After being standardized, the variable has zero mean and unit standard deviation.

Original variables should be standardized (i.e: it should be shifted to be zero centered and should be scaled to have unit variance) before the FKM takes place, in order to get useful insights on the relationship among variables (original variables and/or latent variables); in fact, scores of original variables on principal components let to interpret the meaning of latent variables: the greater are the  scores of original variables in absolute value, the greater is the impact of the relative original variable on the principal components (with a direct relationship or an inverse one, depending on the sign of the score). 



Annex - Methodology (2/3)

FKM detailed tasks Theoretical criteria Suitable solution

Ranking the FKM Comparing centroids scores on Comparing FKM centroids scores
clusters FKM adopted latent variables

Labelling the FKM Taking into account EURIS label Assigning EURIS label names
clusters names, for developing a relative  according to FKM clusters ranking

synergistic tool
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‘Annex - Methodology (3/3)

FKM detailed task | Theoretical criteria Suitable solution

<<Within-cluster 1) latent variables (linked

regional to different information

ranking>> contents, by construction) can
be conceptually added without
issues

2) linear combination of region’ s
latent variables can be the index
for <<within-cluster regional
ranking>>

Ranking according to a within-
cluster regional index, based on
the average among latent
variables scores for each region
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Relatore
Note di presentazione
Furthermore, for regions ranking we highlight that a linear combination of latent variables can be used as index for intra-cluster regional ranking because latent variables - that are uncorrelated by construction (and, as consequence, that are linked to different information contents by construction) - can be conceptually added without theoretical issues; in other words, a linear combination of latent variables can be used as index for intra-cluster regional ranking because the result of the above linear combination develop unbiased results, differently by the result of the linear combination of correlated variables such as the average of the original innovation indicators, that is used in the EURIS. 
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