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Probing and infusing biomedical knowledge for 
pre-trained language models  

Abstract:  Pre-trained language models (PLMs) have 
orchestrated incredible progress on myriads of few- or zero-
shot language understanding tasks, by pre-training model 
parameters in a task-agnostic way and transferring knowledge 
to specific downstream tasks via finetuning. In this talk I will 
spend about 1 hour to introduce the basics of language 
models and its development history, ranging from bag-of-
words, word2vec to Transformers. And tell about how to use 
PLMs for different downstream tasks, such as document 
classification, question answering and natural language 
inference. 
Leveraging factual knowledge from knowledge graphs (KGs) 
to augment PLMs is of paramount importance for 
knowledge-intensive tasks, such as question answering and 
fact checking. Especially in the biomedical domain where 

public training corpora are limited and noisy, trusted 
biomedical KGs are crucial for deriving accurate inferences. 
In the second hour, I will introduce one our proposed 
knowledge infusion approach, named Mixture-of-Partitions 
(MoP), which is to infuse factual knowledge based on 
partitioned KGs into PLMs, and automatically route useful 
knowledge from these adapters to downstream tasks. 
Knowledge probing is another crucial task for understanding 
the knowledge transfer mechanism behind the PLMs. Despite 
the growing progress of probing knowledge for PLMs in the 
general domain, specialised areas such as biomedical domain 
are vastly under-explored. I will introduce a new biomedical 
knowledge probing benchmark, namely MedLAMA, and a 
novel probing approach, namely Contrastive Probe, for 
probing biomedical knowledge of PLMs. 

Lecturer short bio: Zaiqiao is currently a Lecturer of the University of Glasgow, and is based within IR Group of the IDA 
Section of the School of Computing Science. He was previously working as a Postdoctoral Researcher at the Language 
Technology Laboratory of the University of Cambridge, and at the IR Group of the University of Glasgow, respectively. Zaiqiao 
obtained his Ph.D. in computer science from Sun Yat-sen University in December 2018. His research interests include 
information retrieval, recommender systems, graph neural networks, knowledge graphs and NLP. He has published more 
than 50 papers at top-tier ML, NLP and IR conferences and journals. 
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